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ABSTRACT
As video conferencing (VC) has become increasingly necessary for
many aspects of daily life, many d/Deaf and hard of hearing people,
particularly those who communicate via sign language (signers),
face distinct accessibility barriers. To better understand the unique
requirements for participating in VC using a visual-gestural lan-
guage, such as ASL, and to identify practical design considerations
for signer-inclusive videoconferencing, we conducted 12 interviews
and four co-design sessions with a total of eight d/Deaf signers and
eight ASL interpreters. We found that participants’ access needs
regarding consuming information (e.g., visual clarity of signs), com-
municating (e.g., getting attention of others), and collaborating
(e.g., working with interpreter teams) are not well-met on existing
VC platforms. We share novel insights into attending and conduct-
ing signer-accessible video conferences, outline considerations for
future VC design, and provide guidelines for conducting remote
research with d/Deaf signers.
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1 INTRODUCTION
As video conferencing (VC) becomes a mainstay of work and edu-
cation, accelerated by the COVID-19 pandemic, particular consid-
erations for d/Deaf and hard of hearing (DHH) people arise. Access
to VC is vital, especially given the projected exponential growth
in VC use by businesses, teleworkers and individuals over the next
decade [48, 62]. However, mainstream VC platforms were largely
designed with hearing people in mind [82] and are inaccessible
[43, 49] to the 430 million DHH people globally [83]. These con-
cerns are particularly relevant for people who communicate in sign
language, or signers (including DHH people and sign language
interpreters), who have to navigate using a visual mode of commu-
nication on platforms that prioritize auditory (e.g., identifying the
active speaker based on sound), and textual (e.g., chat and closed
captioning) modalities and often reduce visual information to a
sea of thumbnails. This shift to VC happens against the backdrop
of a history of technology that was once exclusively used by and
designed for DHH people (e.g., text telephone relay calls) being
replaced by more universally used commercial technologies [51].
Existing VC platforms, which are not designed with the particular
needs of signers in mind, fall short [43], in part due to technological
(e.g., significant hardware capabilities for the frame rates required
to view sign language [18, 43]) and environmental (e.g., small video
thumbnails that make signing and lipreading difficult) oversights.

While DHH people use a range of communication methods, our
focus is on those who primarily communicate through American
Sign Language (ASL), a group conservatively estimated to be at
least 500,000 people in the United States alone [57]. When commu-
nicating with the ‘mainstream’ hearing community, Deaf1 signers
commonly utilize sign language interpreters, given that written
English or captioning does not provide the same access, functional
equivalency, or expressive power for signers [43]. ASL is an indepen-
dent visual-spatial language that shares no grammatical similarities
to English [67], and written English can be inaccessible to signers
as their English literacy may be relatively lower than their hearing
peers [52, 54, 64]. While the American with Disabilities Act (ADA)
requires that employers and event hosts provide accessibility ser-
vices to ensure “effective communication” with DHH people [84],
even providing visual access to sign language interpreters during
video conferences does not ensure full access. ‘Effective communi-
cation’ must include the ability to participate, communicate, and
collaborate with both signers and non-signers, which mainstream
videoconferencing does not currently guarantee [43].

1The uppercase D represents the group of Deaf people with a shared language and
cultural identity
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Despite DHH people’s diverse video communication needs, most
prior work [16, 38, 42] does not specifically target signers, de-
spite the fact that the key elements of ASL (handshape, move-
ment, sign location, orientation and non-manual behaviors) gener-
ate unique requirements for inclusive interaction experience design
[15, 25, 43, 49]. While prior HCI and CSCW studies have explored
video communication in ASL, much has focused on automated ASL
recognition [13, 40, 73], animation [1, 33, 35], and classroom use
[16, 41], with a very limited understanding of real-time computer-
mediated ASL communication through interpreters [17, 49]. Addi-
tionally, while some work has explored the experiences of inter-
preters who work for Video Relay Service (VRS) or Video Remote
Interpreting (VRI2) providers [60, 71], less is known about freelance
community ASL interpreters’ use of VC, who traditionally work
in person and do not have formal remote interpreting support. In
response to the exponential increase in use of desktop-based VC
platforms during the COVID pandemic, we focus on specific consid-
erations that signers face in this unique context, providing the first
qualitative accounts of both d/Deaf3 signers and ASL community
interpreters’ use of and design preferences for videoconferencing.

To address these gaps in literature, we conducted interviews
and co-design sessions with 16 participants: eight d/Deaf signers
and eight ASL community interpreters. All the research activities
were designed to be conducted through the same VC platforms
that we aim to improve. Prior accessibility research [8, 34, 55] has
highlighted how existing remote research methods, that were de-
signed for the hearing community, do not fully account for d/Deaf
signers’ needs. This provided the impetus for us, a Deaf-hearing
mixed-ability research team, to first examine and design an inclu-
sive remote research protocol that is culturally appropriate and
accessible to d/Deaf signers. Using the accessible research process
that we designed, we conducted 12 formative interviews, six with
d/Deaf signers and six with interpreters, which then informed four
co-design sessions, two with d/Deaf signers and two with inter-
preters. Our research was guided by the following questions:

• RQ1: What access barriers do signers face in consuming
information, communicating and collaborating on VCs?

• RQ2:What design opportunities exist for VC platforms to
facilitate a signer-inclusive communication environment?

Our findings center on the accessibility barriers that signers face
when they consume information (e.g., having visual clarity of signs),
communicate (e.g., getting attention of others), and collaborate (e.g.,
working with team interpreters) on VC. Notably, the limited screen
estate and affordances of VC platforms create challenges around
identifying active signers, comprehending sign language, getting
attention, and interjecting into ongoing conversation. Additionally,
interpreters, who often work in teams, found that they could not
effectively collaborate on VC platforms, leaving them to develop
workarounds with varying degrees of success. Further, we provide
a deeper understanding of the requirements for hosting accessible
videoconferences and guidelines for conducting remote research
with d/Deaf signers.
2Video Relay Service (VRS) or Video Remote Interpreting (VRI) are two mainstream
telecommunication services which have allowed DHH signers to use remote inter-
preters to communicate with hearing people since the mid-1990s
3Although some hard of hearing people communicate in ASL, our findings are scoped
to d/Deaf people as all of our participants identified as either deaf or Deaf.

Ourwork contributes 1) an empirical account of VC use that high-
lights the perspectives of both d/Deaf signers and interpreters, and
2) user-elicited practical design recommendations for new and ex-
isting commercially available VC platforms. In addition, the authors
also present practical guidelines for working with d/Deaf signers
in qualitative studies and design activities for future research.

2 BACKGROUND AND RELATEDWORK
We first provide important background context about sign language
and then discuss prior work in groupware and video conferencing
accessibility, particularly for signers and interpreters.

2.1 Deaf Culture & Sign Language
Throughout most of the United States and Canada, American Sign
Language (ASL) is the Deaf community’s primary language. As
an independent visual-spatial language, ASL has its own distinct
grammatical rules and consists of a sequence of handshapes, lo-
cations, palm orientation, and non-manual markers (NMM) and
movements [24, 49, 74, 77]. NMMs include visual-facial gestural
expressions, head tilting, eye shifting and body positioning, and
provide critical additional grammatical context to manual signs in
ASL conversation. A common example of NMM use is furrowing
one’s eyebrows and doing a slight backwards head tilt to indicate
that signed WH- words (e.g., who, what, when, where, why) are
being used to ask a question [80, 85]. Additionally, signers rely
on solely non-verbal backchannel feedback, a linguistic phenome-
non wherein people signal their understanding, active attention,
and dis/agreement to speakers without taking the communicative
floor [30, 63, 77]. Spoken languages use both non-verbal (e.g., low-
ered eyebrows to indicate confusion) and verbal (e.g., “mmhmm”,
“yeah” ) backchannelling, and hearing communicators can multitask,
attending to the spoken content of a conversation alongside visual
and non-visual backchannel feedback. Deaf signers, on the other
hand, can only attend to communication in their line of sight and
therefore require particular conversational environments to be able
to follow both a conversation and backchannel feedback. Further,
the use of eye gaze is critical in ASL as it is a key element of many
grammatical structures such as verb agreement [76]. ASL commu-
nication relies on many parts of the body, including handshapes,
facial expressions, and body movements, and rendering this rich
visual information online creates unique considerations.

While the hearing world often considers deafness to be a type of
disability, many Deaf people instead see deafness as a cultural iden-
tity, akin to an ethnicity [34, 45]. ASL is central to Deaf culture and
identity, operating not just as a preferred communication modality
but as a site of community formation [45]. Deaf studies scholar
Tom Humphries coined the term “audism” to describe the systemic
discrimination where “one is superior based on one’s ability to hear
or behave in the manner of one who hears” [8, 45, 74]. While many
DHH signers fall back on texting or captioning to communicate
with others, prior work argues that an overemphasis on text-based
modalities in technology development perpetuates audist biases
that push DHH signers to conform with spoken and written Eng-
lish rather than respecting their preference for sign [8, 49]. This
manifestation of audism can place the burden on DHH users to
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“cross the bridge” and accommodate to the hearing world’s way of
communication [8, 44, 45].

Avoiding audist practices and cultural appropriation in research
requires focusing not only on technological artifacts but also on
participants’ social, cultural, and historical contexts [34]. This sen-
sitivity is necessary in all stages of research, including method and
protocol design as many common HCI methods can exclude DHH
participants, such as ‘think aloud’ protocols which require partici-
pants to explain their thoughts while completing an activity and
are not well-suited to signed communication [8, 34, 55]. Prior work
has explored accessible methods such as translating existing ques-
tionnaires to ASL [10, 12, 32], conducting culturally-aware research
[26, 34, 66] and utilizing ASL questionnaires to collect data [11, 36].
Our research practices bring careful consideration of Deaf cultural
context to interview and design methods, heeding Bauman’s call
to avoid “enforcing a normalcy that privileges speech over sign and
hearing over deafness” [8].

2.2 Sign Language Interpreting
As the COVID-19 pandemic increased DHH signers’ need for
desktop-based VC platforms (e.g., Zoom, Google Meet, Skype) in
many aspects of daily life, many community ASL interpreters’ work
shifted to unfamiliar remote interpreting environments. There is a
lack of existing research around VC use by community interpreters
and little consideration of the demands on virtual interpreting teams.
Particularly for jobs that last longer than an hour, sign language in-
terpreters often work in teams of two or three, switching who is the
active interpreter in set time intervals (e.g., every 20 minutes) [59].
While the active (“on”) interpreter is interpreting for the client, the
inactive (“off”) interpreter(s) assists the “on” interpreter whenever
needed [9]. For example, the inactive interpreter might sign a spe-
cific term quickly to the active interpreter if the active interpreter
missed the term due to a noisy environment. Public posts from
community ASL interpreters indicate that while working online,
the ability to get support from team interpreters is “greatly reduced”
[19].

Sign-language-mediated communication between DHH signers
and hearing people and the role technology plays in these interac-
tions is a relatively underexplored area of HCI research. A notewor-
thy exception from Napier and Leneham [58] found that different
affordances (e.g., visual distractions, rendering signs in 2D) and
factors (e.g., logistical set up) of VC affected the efficacy of remote
VRI interpreting in legal contexts. However, while prior work has
examined professional services such as VRS and VRI [60, 71], the
different social and technological barriers community interpreters
using commercial VC platforms face have not yet been studied.
By focusing on commercially available VC platforms for freelance
interpreters specifically, our work offers new insights into how VC
can help facilitate interpreter-mediated communication.

2.3 Accessibility for Signers in Video
Conferencing Platforms

An emerging but relatively underexplored area of HCI and CSCW
research involves analyzing how people with diverse abilities con-
sume information, communicate, and collaborate over shared in-
terfaces or groupware. Prior work has studied the communication

barriers on mobile for signers [43, 49, 68], with limited focus on
desktop-based VC platforms which are used for different tasks (e.g.,
screen sharing, discussion facilitation) than mobile applications.
While McDonnell et al. [53] report on DHH people’s use of cap-
tions during videoconferences, our work focuses on d/Deaf signers
specifically and fills the literature gap on accessible design of exist-
ing, commonly used groupware (video conferencing platforms in
particular). The study takes up the call to reframe assistive technol-
ogy as a form of groupware instead of as a tool for a single, Deaf or
disabled individual, as articulated by Wang & Piper and McDonnell
et al. [53, 79]. Instead of introducing a new tool to bridge accessi-
bility gaps, we argue that accessibility should be a priority instead
of an afterthought in the design of everyday applications.

2.3.1 Existing Assistive Technology for Signers. Existing solutions
for DHH signers tend to center on automating sign language inter-
pretation, rather than promoting equitable participation for signers.
There is an emerging interest from researchers to digitally me-
diate sign language communication through real-time machine
learning recognition of signs [13, 14, 40, 73]. Existing works often
explore generating ASL signs through animations and virtual hu-
man avatars [1, 33, 35, 37] but many have not addressed accurate
facial and non-manual expression synthesis [14, 27, 37]. Though
progress has been made, critical sign language recognition and gen-
eration problems remain, hindering real-world applications [14].
Gugenheimer et al. [27] further argue that technology focused on
spoken language/sign language translation may see low adoption
rates because it does not account for Deaf social and cultural norms
and forces adoption of hearing society’s dominant (spoken) lan-
guage. We seek to fill a gap in literature by assessing AT solutions
within the context of d/Deaf community norms.

2.3.2 Existing Accessibility Features for Video Conferencing. Re-
search on the accessibility of VC increased with the onset of the
COVID-19 pandemic, (e.g., [53, 69, 75]), finding that online envi-
ronments generate different access considerations than in-person
communication. Two notable studies document the experiences of
DHH researchers communicating on VC platforms and outline lim-
itations that make video conferencing inaccessible for DHH users
[43, 78]. Kushalnagar and Vogler [43] found that DHH users face
myriad challenges (e.g., reduced frame rates, difficulty reading lips
or signs etc.) when the meetings become too large relative to each
individual’s hardware capabilities and screen size, and that plat-
forms’ strategy of identifying active speakers based on audio does
not serve signers. Vogler et al. [78] found that online interpreting
between ASL and English created considerable lag that discouraged
DHH people’s participation and highlighted overall challenges with
VC solutions (e.g., unstable video jitters, insufficient frame rates
required to understand sign language etc.) that remain unaddressed
for DHH users. Additionally, the design of accessibility features on
VC platforms makes it so that there is significant pressure and bur-
den on meeting hosts to make meetings accessible [82]. We aim to
add to this new body of research, contributing both d/Deaf signers
and community interpreters’ perspectives on the in/accessibility of
video conferencing and their preferences for future design.

2.3.3 Accessible Video Conferencing Design. To improve video con-
ferencing design, prior HCI work has focused on improving visual
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access to sign language interpreters and reducing visual disper-
sion. This is motivated by the fact that, when having to contend
with several simultaneous visual sources (e.g., interpreters, cap-
tions, class slides, speaker’s body language), DHH signers often
miss critical information [16, 21, 46, 52, 56]. Previous research has
explored several display configurations to relieve this visual burden.
For example, Kushalnagar et al. [21] explored the concept of closed
interpreting, allowing users to configure the interpreter’s video feed
to their preference on pre-recorded lecture videos. The study found
that moving and resizing the interpreter’s screen over the video
increases the signer’s ease of viewing, satisfaction and comprehen-
sion. Cavender et al. [16] enabled DHH students to consolidate
various sources of information (e.g., slides, instructors, interpreters)
in a customizable VC layout, and found that it increased perfor-
mance. Miller et al., [56] allowed a user to overlay a translucent
video (of their interpreter or another collaborator) over a shared
workspace (such as a spreadsheet), finding limitations around how
overlapping videos covered non-manual visual cues significant in
ASL [56]. While these interventions explore bespoke video-based
ASL access, we instead explore the design of commercial, widely
used VC platforms.

3 METHODS
Our research has three phases: accessible remote study protocol
design, formative interviews, and co-design workshops. Our study
design actively involved d/Deaf signers (including one of the co-
first authors) in the research process to ensure the protocol met
their needs. All three phases were conducted remotely through
videoconferencing — the same medium that our research aims to
improve. Therefore, we had to first develop an accessible protocol
for d/Deaf participants.

3.1 Remote Study Protocol Design
We iteratively designed our protocol based on six pilot sessions
with 10 pilot participants. Content from the pilot sessions is not
included in our findings. Beginning with the pilot studies, and con-
tinuing throughout the entire research process, we adopted a critical
reflective perspective [20, 23, 70] by journaling and conducting ret-
rospective discussions to document and resolve the accessibility
issues that signers and researchers faced. To ensure consistency and
familiarity with the nuances of the research, two ASL interpreters,
certified by Registry of Interpreters for the Deaf, Inc. (RID), were
hired as the designated interpreters to interpret for all sessions
(including the pilots), hereafter referred to as research interpreters.
Both research interpreters are highly qualified, and had an estab-
lished working relationship with the Deaf co-first author. One has
been interpreting for over 30 years and the other is both an experi-
enced researcher and interpreter.

Our initial three pilot studies (two interviews, one co-design ses-
sion with three signers) provided a preliminary understanding of
access issues within our protocols. During each session, researchers
created field notes of their observations and participants’ feedback,
and sessions were followed by a 30-minute reflective debrief with
the research team (one Deaf researcher who primarily communi-
cates in ASL, one hearing researcher, and two research interpreters).
These debriefs guided protocol iteration based on challenges during

the pilots (e.g., having a researcher sketch participant ideas rather
than having participants juggle between signing and using Figma).
To validate and fine-tune our updated protocols we conducted
three more pilot studies (two interviews, with a d/Deaf signer and
interpreter, and one codesign session with three DHH signers),
continuing to debrief and iterate until we felt confident that our
protocol would allow the most accessible study we could conduct
given the environmental constraints of remote research. We fur-
ther detail protocol iterations in following subsections (Formative
Interviews, and Co-design Workshops).

3.2 Participants
Participants were recruited via email lists, snowball sampling, and
social media posts. All recruitment materials and consent forms
were provided in both English and ASL. Our study involved two
groups of participants: sighted d/Deaf signers, who primarily com-
municate in ASL, and freelance ASL interpreters, who initially
provided in-person interpretation service for the community and
switched to remote interpreting due to the pandemic, hereafter
referred to as interpreter participants. All interpreter participants
identified as hearing. We required that participants be 18 years or
older, able to join a Zoom call, and located in the United States or
Canada. We recruited eight d/Deaf signers4 (four men, four women
- see Table 1) and eight ASL interpreter participants (two men, four
women, two undisclosed - see Table 2), selected out of 58 screener
respondents (43 d/Deaf people and 15 ASL interpreters) to optimize
for a more representative sample across their age group, gender,
and video conferencing frequency.

3.3 Formative Interviews
We conducted 12 semi-structured interviews with six d/Deaf sign-
ers and six ASL interpreter participants. Each 60-minute interview
was conducted by a Deaf researcher who primarily communicates
in ASL and a hearing researcher who knows basic ASL. Interviews
with signers were conducted in ASL and interpreted to English by
two research interpreters for the hearing researcher and for tran-
scription purposes, while interviews with interpreter participants
were conducted either in ASL or spoken English based on each par-
ticipant’s preference. The protocol design process (3.1) highlighted
several technological considerations in running an accessible re-
mote interview with signers. To mitigate these pitfalls, we made
the following adjustments to standard interview processes:

• Modified Deaf researcher’s physical environment for virtual
facilitation. Facilitating an interview on a single screen intro-
duced multiple accessibility issues for the Deaf researcher
(e.g., the researcher needed to sit at a distance from her cam-
era to ensure her signing was in frame, which made inter-
preter’s video feeds too small to be comprehensible). Hence,
the Deaf researcher modified her workstation to include an
additional monitor (for interview questions), a tablet, (to ac-
cess research interpreters) and a laptop (to view participants
and maintain adequate eye contact) (See Supplementary Ma-
terials for more details).

4All our signer participants identified as either deaf or Deaf, which we herein referred
to as d/Deaf signers.
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Table 1: Summary of d/Deaf participants’ demographics, as reported in the screener. All participants primarily communicate
in ASL.

ID Gender Identity Age Frequency of VC use Reported usage of platforms Participant fora

D1 M deaf 19-25 Daily Zoom, Google Meet, Microsoft Teams,
Cisco WebEx

I, C

D2 F Deaf 19-25 3-5 days per week Zoom, Cisco WebEx I, C
D3 F deaf 19-25 3-5 days per week Zoom, Microsoft Teams I
D4 F deaf >55 Daily Zoom I
D5 M Deaf 26-35 Daily Zoom, Cisco WebEx I, C
D6 F Deaf 46-55 3-5 days per week Zoom, Microsoft Teams I, C
D15 M Deaf 26-35 1-2 days per month Zoom C
D16 M Deaf >55 Daily Zoom C

aParticipants were involved in one or both research activities: ‘I’ - Interview and ‘C’ - Co-design Workshop

Table 2: Summary of ASL interpreter participants’ demographics, as reported in the screener. TERP8 and TERP9 chose not to
disclose their gender.

ID Gender Age Experiencea Frequency of VC use Reported usage of platforms Participant forb

TERP7 F 36-45 1-3 years 1-2 days per week Zoom, Skype I, C
TERP8 – 26-35 3-5 years Daily Zoom, Google Meet, Microsoft

Teams
I

TERP9 – 46-55 >7 years 3-5 days per week Zoom, GoToMeeting I, C
TERP10 F 26-35 1-3 years 3-5 days per week Zoom, Google Meet I, C
TERP11 M 46-55 >7 years Daily Zoom, Google Meet, Skype, VRS,

GoToMeeting, Microsoft Teams
I, C

TERP12 F >55 >7 years Daily Zoom I

TERP13 M 36-45 >7 years Daily Zoom, Microsoft Teams C
TERP14 F 26-35 >7 years 3-5 days per week Zoom, Microsoft Teams, Cisco

WebEx
C

a Refers to number of years working as a freelance community interpreter.
b Participants were involved in one or both research activities: ‘I’ - Interview and ‘C’ - Co-design Workshop

• Specific technological requirement for participants. We dis-
covered during the pilot that Zoom’s browser application
did not include features necessary for d/Deaf signers’ access
(e.g., only able to see four video feeds during screen sharing).
To avoid potential technical issues from using the browser
version of Zoom, we required that all participants download
and use Zoom’s desktop application version, not the browser
version, for the study.

Our interviews sought to understand how participants used
VC with non-signers, signers, and interpreters. We organized our
interview protocol around three key aspects of VC-mediated in-
teraction: consuming information (i.e., taking in content), com-
munication (i.e., expressing ideas), and collaboration (i.e., doing
shared tasks). The content of the interview focused on accessibility
challenges while videoconferencing, VC platform usability issues,
workarounds participants have developed, and reflections on sign-
ing remotely. Protocols differed for d/Deaf signers and freelance
interpreter participants to capture their specific experiences. At

the end of each session, interested participants were invited to the
co-design workshops.

After completing interviews, we analyzed the transcripts and
identified eight key accessibility barriers that signers and inter-
preters faced (e.g., difficulty getting signers’ attention), which we
used as a starting point for co-design discussions and tasks (see
analysis details in Section 3.5). See Supplementary Materials for
a list of these barriers, which groups they were presented to, and
how they were explained to participants.

3.4 Co-Design Workshops
We conducted four co-design workshops with 12 participants to
explore design solutions based on the themes from our formative
interviews. Sessions were limited to three participants each to ac-
count for the difficulty in videoconferencing with larger groups,
and we conducted two sessions with groups of d/Deaf signers and
two sessions with groups of ASL interpreter participants. We sepa-
rated participant groups to capture the nuanced differences in each
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group’s experiences and technology needs and to ensure that hear-
ing interpreters’ needs did not get prioritized over d/Deaf signers.

During our pilot process, we identified several accessibility is-
sues around conducting co-design sessions over VC and ultimately
implemented the following adaptations:

• Establish communication rules. With varied signing styles
and accents, research interpreters often require brief pauses
for clarification. Furthermore, while multiple signers can
effectively communicate at the same time, that is difficult
to interpret into spoken English. To mitigate this, we asked
participants to take turns and ensure that only one signer
has the floor at a time, which is not always necessary when
signing in person or without interpretation.

• 1:1 ratio of d/Deaf participants and research interpreters. Dur-
ing the pilot, it was visually and cognitively overwhelming
for two research interpreters to interpret for four signers
(three d/Deaf participants and one Deaf researcher) simul-
taneously. Given that this can lead to research interpreters
missing some participant’s signs, we introduced a third re-
search interpreter5 for eachworkshop tomake interpretation
more manageable.

• Interpreter participants to voice6, rather than sign. We found
that being able to hear how their signing was being inter-
preted could be distracting for hearing ASL interpreter par-
ticipants, as the word choice used, emotive language or in-
terpretation sometimes differed from what they intended.
To address this, we asked interpreter participants to voice,
and the research interpreters primarily interpreted spoken
English into ASL for the Deaf researcher.

• Design assistant acts as the ‘hands’ of participant-led discus-
sions. While co-design activities often ask participants to
‘think-aloud’ and sketch, signing and sketching simultane-
ously is inaccessible for d/Deaf signers. Sketching requires
one’s visual attention on the sketch and at least one hand to
act on a design, which limits both expressive and receptive
capacity for signers. The most accessible method we found
was having a hearing researcher act as a design assistant,
digitally sketching on a tablet in real-time while participants
described their ideas. These sketches were screenshared and
the design assistant continuously revised them according to
participants’ instructions. Participants were also encouraged
to engage in any other ways they preferred (e.g., annotation
tools, paper sketches etc.).

Each co-design session lasted 90 minutes, beginning with brief
discussion on two themes from the formative interviews. To capture
a breadth of ideas, each session participants engaged with different
themes around accessibility barriers that signers or interpreters
face, covering all eight key accessibility barriers we identified in
our interviews over the course of the four co-design sessions. After
open-ended reflection and discussion about the issues presented,
participants collectively ideated on possible solutions to address
each theme, guiding the creation of the screenshared sketches. We
5The third research interpreter, who possessed a lot of experience interpreting across
various settings and is also certified by Registry of Interpreters for the Deaf, Inc. (RID),
was engaged to interpret for the co-design workshops only.
6The terms “voice” or “voicing” are used as complements to “sign” or “signing” to
indicate communication using spoken language.

prompted participants to discuss their design rationale throughout,
and the session ended with a reflective discussion of shared ideas
and priorities.

3.5 Analysis
The interpreted, spoken English from all interviews and co-design
sessions was professionally transcribed. We conducted inductive,
semantic, and realist reflexive thematic analysis [15, 16] on both
the interview and co-design workshop transcripts. First, the two
co-first authors familiarized themselves with all 12 interview tran-
scripts, referring back to the video recordings for clarifications
when needed. They then coded the interview transcripts and col-
laboratively developed an initial set of codes. This set of codes
was iteratively clustered into broad themes, differentiating the data
collected from d/Deaf participants and interpreter participants to
identify themes that are unique to either group. After accounting for
overlaps and mapping the relationships within the initial themes,
we had a set of eight themes around key accessibility barriers our
participants faced, which were used as a starting point for our
co-design discussion and tasks.

Following the co-design workshops, we repeated the aforemen-
tioned analysis process on the set of four session transcripts. After
developing an initial set of codes (separate from the interview
codebook), the two co-first authors iteratively clustered the codes
derived from the co-design transcripts into first-level themes. The
data collected from d/Deaf participants and interpreter participants
were also carefully differentiated to identify themes that are unique
to either group. Then these first-level semantic themes from the
co-design workshops were considered alongside codes from the
initially analyzed interview data to identify and further synthesize
cross-cutting, second-level themes. The themes at this stage, which
concerned both specific accessibility barriers and design implica-
tions, were refined by iteratively mapping thematic relationships
within the dataset.

To further validate the second-level themes, we used visual anal-
ysis methods [47, 65] on observational video data and participant-
elicited design artifacts gathered during the co-design workshops.
This process allowed the research team to deepen analysis around
how signers and interpreters interact during remote work and to
further refine themes deductively. To generate observational data
onmicro-interactions between d/Deaf signers, research interpreters,
and researchers, the co-first authors and research interpreters ana-
lyzed workshop video recordings [6, 65]. As a group, they reviewed
the workshops in 10–15-minute segments, taking independent ob-
servational notes while viewing a segment and then discussing
notable interactions before continuing on to the next segment.
We invited the two primary research interpreters to participate
in this process to include their first-hand retrospective reflections
around what motivated certain interpretation decisions and their
perspectives on the data in our analysis, providing unique insights
around signer-interpreter interactions. After reaching shared un-
derstanding around interactions, the researchers coded the set of
observational data, sorting them into existing second level themes
or generating new themes. At this point, themes were further re-
fined, removing themes without sufficient evidence and merging
overlapping themes. Finally, the researchers used artifact analysis
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[65] on the co-design sketches to identify patterns and differences
across ideas. These patterns revealed participants’ design priorities
and were clustered into their key purposes (e.g., identifying the
speaker efficiently). Similarly to the observational data, the clusters
from artifact analysis were sorted into existing themes. At this point
themes were finalized, and we defined the key insights captured in
each.

4 FINDINGS
Our analysis identified accessibility barriers in VC use for signers
and interpreters related to: (1) consuming information, (2) communi-
cating, (3) collaborating, and (4) hostingmeetings over VC platforms.
Informed by the qualitative accounts and co-design sessions, we also
highlight specific design opportunities to make commercially used
VC platforms more accessible for signers. We occasionally name
specific platforms mentioned by participants, but none of these
mentions constitute an endorsement. We have also consolidated
our design considerations into a list of signer-inclusive VC design
requirements, tailored for platform designers, which is available in
our Supplementary Materials.

4.1 Consuming Information
First, we highlight the challenges that signers faced when con-
suming information in VCs. We define consuming information as
passive, non-participative and one-way information consumption,
such as attending webinars and reading slides.

4.1.1 Locating Signers and Interpreters. Difficulty locating sign-
ers. Both d/Deaf signers and ASL interpreters prioritized having
the video feeds of all signers within their line of sight. However, ex-
isting platforms typically automatically resize, shrink and distribute
video thumbnails over multiple pages, posing challenges for visual
communication: “when there are more people in the room we can’t
all fit in one screen and so you have to swipe screens to get the view
of the other people and that is a significant problem” (D17). When
the active signer/speaker’s video is not on the first page, D3 shared,
“I’m not sure who’s signing, I’m not sure who’s talking”. d/Deaf sign-
ers explained that screen sharing exacerbates this problem. When
signers are trying to identify attendees who are asking questions,
only seeing a handful of videos on top of the screen poses difficulty
- D4 explained “[I don’t] know if they’ve raised their hand or where
they are. Sometimes I can’t see them [and] it’ll be like, oh, they’re on
a different screen.”

Information gaps. Participants further highlighted how the
delay in locating signers or interpreters made their interpreter-
mediated conversation less accessible. TERP108 found herself “miss-
ing information” that should have been interpreted for/to the signer.
Many d/Deaf signers like D2 rely heavily on a clear view of their
interpreters to communicate, but often must “scroll through a whole
gallery page of postage stamp sized cameras to find [interpreters]”,
to then manually prioritize interpreter’s thumbnails using features
such as the ‘pin’ option on Zoom. This can be particularly chal-
lenging when team interpreters switch - delays in locating the ‘on’
interpreter often result in information gaps.When team interpreters

7Identifier ‘D’ is used to refer to participants who identify as deaf or Deaf (d/Deaf)
8Identifier ‘TERP’ is used to refer to participants who are ASL interpreters

turn take and switch, D5 explained that, “[interpreters] usually will
sign some signal to let me know that I need to look from one inter-
preter to the next.” However, even with a preemptive notification,
D2 described how she has to juggle locating the other interpreter’s
thumbnail and navigating the switch; “I have to kind of be quick on
that because I don’t want to miss any of the information”.

Workaround attempts. Though some participants (6 of 12 par-
ticipants) found workarounds to minimize information gaps useful,
others described some of these workarounds, such as multi-pinning
“the interpreter and the instructor at the same time” (D3) as tempo-
rary band-aids. For example, in the classes TERP13 interprets for,
screen sharing “cancels out those two (pinned) videos and then just
makes your whole screen full screen of whatever they’re showing”. D2
commented that signers and their interpreters still require some
adjustment time to “do that little dance” and reconfigure the pins
again. Like many participants, D1 uses multiple monitors to move
“back and forth” between interpreters’ videos on one side and other
content (e.g., meeting notes) on another. In his coding classes, D1
feels behind because when his teacher “does some coding, [he has]
to look at [his] interpreter, so [he] miss[es] it”. Participants, like D4,
often like to “look at the person who’s making a comment or asking
a question, [their] body language, facial expressions, and those sorts
of things” to understand communication context and to take in the
various NMMs9 that are critical to ASL conversations. However, D4
explained that online visual dispersion forces her to make tradeoffs:
“When I look at that person, then I miss the next part of the interpreted
message because I’m not looking at the interpreter at that moment.”
The workarounds described by participants interfered with their
ability to have effective signed conversations over VCs, as they
continued to miss out on signs and NMMs..

4.1.2 Comprehending Signs and Visual Cues. Lack visual clarity
of signs. Our participants outlined how the size and fidelity of
videos impacted their ability to comprehend linguistic information
(such as hand shape, placement, movements etc.) conveyed in ASL.
Users become “tiny little thumbnail video feeds” as the number
of attendees increases and TERP8 further commented that, “I’m
having to get this close to the camera, this close to the monitor, to
make sense of what they’re saying”. Participants described similar
challenges across different VC platforms, explaining that Microsoft
Teams’ display of videos as “little tiny blocks at the bottom [makes
it] hard to see” (TERP13) and that Webex’s screen sharing layout
places video feeds “across the top [and] I can’t see signing at that
scale” (D5).

Signers also observed the effect that the boundaries of a camera
feed have on their ability to articulate themselves effectively while
signing. D6 explained that VC “limits the signing space that [she] can
use” whereas in-person, she “can explain stories with all the space
that [she has] at [her] disposal”. For interpreter participants, they
had to adapt by being “more visual gestural, a little bit more working
toward the camera” (TERP8) to articulate their interpreted messages
clearly to their clients. For instance, when conveying proper names
or other English concepts without ASL analogs, TERP10 modifies

9Non-manual markers is a term used to describe the various visual-facial gestural
expressions, head tilting, eye shifting and body positioning that provide critical gram-
matical information to manual signs used in ASL conversation.
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her signing approach to “fingerspell 10right in front of the camera
[and to] fingerspell much slower” in an effort to increase the clarity
of her signs. While ASL uses body positioning to convey important
grammatical expressions, participants explained that the random-
ized layout of each person’s video in a 2D space “[took] away the
ability to do that body shift for clarity” (D2), and TERP9 found that
the reduced depth perception makes signs “difficult to see.”

Difficulty receiving backchannel feedback. In addition to
the lack of visual-gestural clarity, participants highlighted the in-
creased challenges of capturing nonverbal signals (e.g., nodding
of heads, signing of ‘I understand’ or ‘yes’ etc.) to gauge active
listening and understanding. While hearing people can assume the
listener’s understanding by receiving verbal backchannel feedback
or clarifications, in addition to nonverbal signals, D4 explained that
for signers to track backchannelling over VC it is “a lot of jumping
around with [her] eyeballs and it takes a lot of effort”. Even in small
groups, screen sharing limits the ability to see backchannel feed-
back, and D4 found she has to “[jump] in and out of screen share [just
to] see the entire classroom at once”. Interpreter participants, like
TERP9, heavily rely on their client’s backchannel responses such as
“the nodding, the expressions” to assess their client’s comprehension
and “modify [their] interpreting approach” accordingly. When sign-
ers’ videos are turned off or cannot be located, TERP8 shared how
this can impact interpreting confidence: “Are they watching? Are
they paying attention? I don’t get any kind of feedback in the form of
facial expressions or agreement. It’s just I’ve got a black screen I’m in-
terpreting to and that’s deflating. . . that does affect my interpreting.”

4.1.3 Design Considerations. We now highlight potential design
considerations that can provide greater access to consuming in-
formation. These design ideas were often raised in interviews and
deepened in co-design sessions. They reflect both d/Deaf signers
and interpreter participants’ perspectives.

Flexibility to resize and reorder video frames (1A). All par-
ticipants unanimously prioritized having the control to rearrange
any video thumbnails based on individual preference. Signers ex-
pressed a strong preference to shift the videos to “be able to see
who the deaf person is that’s signing and also see the interpreter in
the same space” (D5). Some wanted to not just arrange video feeds
within a VC platform but across their monitors and other windows
to minimize visual dispersion and maximize the amount of infor-
mation within their sightline (Fig. 1A). In a remote lecture setting,
where signers are often required to multi-task, D1 wished that “I
could have the interpreter on the same screen as the coding [beside]
the professor”.While interpreter participants had varied preferences
to their setup, they overwhelmingly prioritized having their d/Deaf
client’s video to take up the most screen estate, such as TERP11’s
wish to have: “the deaf person’s window [as] a large central image
and then the other people surrounding that, perhaps, in thumbnails
around where I can reference to them quickly and easily and see who’s
speaking”. Despite similar priorities, flexibility is critical to support
participants with diverse needs, contexts of use, and preferences.

Grouped videos (1B). In three out of four co-design sessions,
participants saw value in having the ability to create customized

10Fingerspelling is a technique used to convey proper names, niche vocabulary, or other
English words by spelling them out letter-by-letter, using the manual ASL alphabet,
where particular handshapes correspond to each letter of the English alphabet.

groups of video feeds. D16 imagined a private group of signers
and interpreters “pinned or tethered together” so that if screens are
rearranged, “the interpreter moves with me [...] instead of getting lost
in the shuffle of screens”. Interpreter participants stressed that this
could address a key problem for accommodation service providers,
as they are often separated from their clients when they are sent
to meeting ‘breakout rooms’. In both co-design sessions with in-
terpreter participants, they expressed an overwhelming interest to
automatically have a clear sightline of signers, where “[signers’]
videos will come up rather than me having to search for each person”
(TERP10). Some participants wanted interpreter teams to be con-
nected to signers’ video feeds so that interpreter switches could
happen with less information loss.

4.2 Communication
Here, we describe communication challenges participants faced
while using VC. We define communication as active, participa-
tive and two-way information exchange with non-signers, signers
and/or interpreters (e.g., having group conversations, answering
questions during lectures).

4.2.1 Getting Attention without Audio. Both d/Deaf signers and
ASL interpreters face various challenges when they are trying to
get the attention of other signers on VC platforms because existing
platforms are designed to identify participation through audio.

Impact of audio-centric platforms. Signers described how
audio-centric VC platforms make it particularly difficult for d/Deaf
people to get others’ attention and to identify when others are
trying to get their attention. D5 explained this issue: “hearing people
just hear something and they are able to recognize that something’s [or
someone’s] getting their attention”, however, “deaf people don’t have
a similar access”. To compensate for this inequitable access, D16
has to perpetually “hunt and peck through the sea of faces” to avoid
overlooking when someone is “trying to get [his] attention”. This is
amplified by the fact that VCs do not automatically identify active
signers, which can cause interpreters to unintentionally overlook
signers. D2 emphasized the importance of getting the attention
of interpreters before signing: “sometimes I’ll just be signing along
and it’s dead silent in the room...someone will talk and say, did you
just say something?... And then the interpreter’s like, ‘oh I’m sorry. I
couldn’t see the comment. I’m so sorry.’ And that’s embarrassing. So I
don’t like that. That can be a little traumatizing.”

Deaf cultural practices. There are many Deaf cultural prac-
tices for getting people’s attention, but d/Deaf signers found that
these approaches largely did not translate to VC. For instance, D16,
who is currently teaching remotely, explained:

“When you’re in a live classroom with other students,
you can bang on the desk and get their attention that
way and explain things that way. Or in a classroom
environment, you can also flash the lights on and
off, and get everybody’s attention and say, hey, can
everybody see me? But in this online environment
we’re limited. We’re not allowed to do that. We can’t
do that.” - D16

Often, signers wave at the person whose attention they are seek-
ing, but online, TERP7 explained, “you’re waving at someone for like
a long time and then she’s like, oh sorry, didn’t see you.” Participants
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Figure 1: Co-design workshop sketches of (a) video thumbnails of the professor and interpreter dragged-and-dropped over the
top of a web browser on the user’s secondary monitor (from session 2 with signers), and (b) three videos thumbnails (of e.g.,
signer, ‘off’ interpreter, and ‘on’ interpreter) in a private group that are pinned onto the top right corner (from session 2 with
interpreters)

had not found easy alternatives, asmore extreme attention-grabbing
methods lack the nuance that in-person spatial communication can
allow: D16 had experienced people strobing flashlights at their cam-
era and found that “everyone’s attention is arrested and drawn to that
one screen, but that person might just be trying to get my attention
or one other person’s”.

4.2.2 Interpreting Delay. Managing delay online. Some delay is
inherent to all interpreting - moving between ASL and English is a
process that takes time - but signers and interpreter participants
explained that this delay was particularly difficult to manage online.
TERP12 explained that traditionally, “when we’re interpreting, we’re
still back at point B, and they’ve gone on to point C. And so there
would be that kind of like that nudge or that reminder to the teacher
or whoever was speaking to just say, ‘OK, give me some time. I’m
getting caught up with that point.”’ Interpretation is an iterative
process; speakers need to be aware of the pace of interpretation
and interpreters often ask signers to clarify their intent. However,
this back and forth becomes difficult on VCs: TERP9 explained that
“it’s harder to ask for clarification, like, can you go back? Sometimes,
they don’t see me or can’t see me, and so they don’t see that request
for clarification.”

Difficulty interjecting on VC. Interpretation delay is partic-
ularly noticeable for signers when conversation participants are
taking turns – D4 explained: “I’m thinking about what the person
said, then another person has already said something or has already
begun speaking. The interpreter has continued to interpret what the
other person is saying, while I’m still contemplating what I just heard
or saw”. While this makes joining conversations difficult regardless
of environment, an increase in interpreter delay online amplifies
this struggle. D1 shared that “my interpreter’s all ready to answer the
question or to interpret the answer that I’ve given, but then somebody
else has overstepped them and is answering the question, because
there’s a little bit of a delay there.” Furthermore, online conversation
norms create particular considerations for interpreters. TERP9 de-
scribed how it can be “a challenge of how to interrupt appropriately,
then at the same time, understand the signed utterance, and then

interrupt at the right moment,” and that she often encountered the
attitude that “this is not the time for interruptions, which just really
feels oppressive to the Deaf person.” Echoing this, some interpreters
feel “less inclined to interrupt for clarification in a digital medium
[. . .] like interrupting kind of disrupts the whole thing” (TERP8). VC
communication norms do not anticipate that some participants will
be joining via interpreters, and delay in the interpretation process
makes it harder for signers to communicate and interject.

4.2.3 Identifying Speakers Accurately. Active speakers. Many
participants find that it is difficult or impossible to correctly identify
active speakers on a VC, especially when conversations overlap.
While participants noted that Zoom’s yellow frame around active
speakers (D2) or Microsoft Teams’ captioning speaker identifica-
tion (TERP9) could help bridge audio or context gaps for speaker
identification, challenges persist. Signers sometimes rely on inter-
preters to identify speakers as they “can’t look at the interpreter and
simultaneously look at the person speaking” (D4), but this breaks
down if interpreters cannot identify the speaker well and is particu-
larly problematic when multiple people speak at once. Not only do
signers lack full access, but without knowing who has spoken, they
not are not able to “refer back to that person or that comment” (D2).

Eye gaze. Eye contact is ill-defined and inconsistent in virtual
mediums, which has distinct consequences for signers. Interpreter
participants reported being unsure of norms around eye contact:
“where do I look? Do I look at the deaf person on screen? Do I look in
the camera when I’m trying to look at neutral space?” (TERP7). This
results in ambiguity because ASL grammar relies on eye contact to
identify the person a sentence is directed towards. Without clear,
mutual eye contact on VC platforms, it is difficult “to know if [a
signer is] talking to me or talking to other students” (D3).

4.2.4 Design Considerations. Informed by the findings above, we
now provide a summary of our participants’ recommendations and
design rationales to address these communication barriers.

Visual and haptic feedback (2a). Both d/Deaf signers and in-
terpreter participants expressed great interest in having various
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Figure 2: Co-design workshop sketches of (a) a ‘hand waving’ visual overlay to get signer’s attention (from session 2 with
interpreters), (b) screenshare view with speaker’s name clearly identified on top and interpreter’s screen pinned to the top
(D1), and (c) speaker view configuration where the speaker’s name and video is highlighted, while the interpreter’s screen is
pinned below (D5)

non-auditory means to get signers’ attention privately and effi-
ciently before communicating. Signers wanted “some button[s] to
push to get [others’] attention” (D16) and wanted to get that warning
where they were looking, having it “pop up on my screen if that’s
possible” (D1). Other participants considered how they could get
this notification across the devices they use, and D2 suggested “it
would be great if my phone had vibrated, or something, to get my
attention.” All interpreter participants suggested similar ideas in
their co-design sessions. For example, TERP10 commented how
she wanted to have a “little attention grabber go across the screen”
and TERP13 suggested it should also “go across the screen on what-
ever they’re working on” when signers are multitasking. TERP11
supported their ideas and emphasized the importance of privacy,
proposing that the notification is “not open to everybody, and it’s
just to that deaf person who’s using the service.”

Prioritize the frames of active speakers next to ASL inter-
preters (2b and 2c). Identifying the active speaker was a clear
priority across co-design sketches, with many participants suggest-
ing that solutions could place the interpreters and active speaker’s
video feed in the same sightline. D5 proposed that active speakers’
“would come to the front or be at the beginning, [so it’s] easy to recog-
nize who it is that’s speaking out of the sea of faces that you would
see.” Participants highlighted that when their “eye gaze doesn’t have
to be too far-ranging” (D15) it would allow signers to capture the
speaker’s backchannel feedback without missing the interpreted
messages.

4.3 Collaboration
We also identified collaboration barriers, where multiple people
(signers, non-signers and interpreters) jointly work together, or in
a team, to produce or act on something actively. While signers have
shared challenges that relates to working with others remotely,
communication and consuming information were largely the root
causes of those barriers, which we previously described. Therefore,
this section focuses on the unique collaboration challenges that
interpreters face while working via VC.

4.3.1 Interpreting with Team Interpreters. When interpreters work
as a team, the inactive interpreter often needs to provide clarifi-
cations to the active interpreter (e.g., when the active interpreter

is not familiar with a sign due to sign accents11). When in per-
son, clarification (also known as ‘feeding’) is traditionally done
openly (e.g., quickly voicing a missed word), but interpreter partici-
pants described concerns around how doing so online can cause
unnecessary interruptions to others and impact their perceived
professionalism.

Open team interpreting. While interpreters have developed
ways to discreetly communicate with and support each other in per-
son, these strategies break down online. Effective team interpreting
requires interpreters to be able to “recognize that something’s wrong
[. . .and] just jump in” (TERP9) and participants such as TERP11
emphasized that on VC platforms, this can be potentially disruptive
to others as “anything that needs to be communicated is then broad-
cast to everybody”. This barrier to openly ‘feeding’ information to
their team interpreters “limits [their] teaming ability” (TERP9). Some
interpreter participants felt strongly about avoiding unnecessary
attention when interpreters communicate, and TERP9 explained:
“I wouldn’t want a whole room of Zoom people to see me going on
camera, off camera, on camera, off camera [...] and bringing so much
attention to the interpreter [that’s] like waving wildly”. To TERP11,
the interpreter’s “goal is to disappear into the woodwork like we don’t
exist in that space” and “having our business out in front of everybody
to hear” may impact how they can build trust and be perceived as
professional. TERP11 elaborated:

“Communication is about trust and if the people in
the room hear one interpreter feeding the interpreter
tons and tons, they’re like, ‘Wait a minute, maybe
this first interpreter really isn’t doing so good.’, and
that can then destroy the trust relationship in that
communication and that can then reflect negatively
upon the hearing person or deaf person.”- TERP11

Altered communication channels for team interpreting.
To manage the limitations of open interpreting, interpreter par-
ticipants often use alternative communication methods that in-
adequately support interpreting needs. Interpreters typically ver-
bally communicate or sign to their team interpreters in-person,
but TERP11 now utilizes text messaging when ‘feeding’ in the VC

11Similar to spoken languages, sign languages have different accents based on regions
and individuals’ backgrounds. The same term can be signed in different ways across
America and Canada.
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Figure 3: Co-design workshop sketches of (a) a private room within a VC, where the ‘off’ interpreter verbally ‘feed’ the team
interpreter, and a pop-up text showing the feed (from session 1 with interpreters), and (b) a grouped video (with two signers
and two team interpreters) communicating through a private chat room (from session 2 with interpreters)

becomes disruptive: “I prefer [...] instant message because I can set it
up as a separate window and the reason I also prefer it is that privacy”.
Similarly, TERP8’s team interpreters ‘feed’ by “sending [her] in text
what that word means”. Some participants expressed concerns that
existing means of communication (e.g., chat, openly communicat-
ing in the main room) do not sufficiently protect client-interpreter
exchanges, and they “do not want [the] interpreter’s discussion to
be recorded” (TERP11). To curb these problems, interpreters like
TERP11 use “two devices [to have] two channels for communication”
and set up one for private team communication. However, TERP9
explained that the noise interference with multiple devices can
make team interpreting difficult: “You need to be able to hear exactly
what’s going on and you can’t - there’s that echo - it’s impossible for
us to hear each other and to feed each other.”

4.3.2 Design Considerations. Both co-design sessions with inter-
preter participants revealed similar design requirements for collab-
orating with each other on a shared virtual medium.

Private communication methods (3a and 3b). Five out of
six interpreter participants largely saw value in having a private
channel for team interpreters and signers to communicate without
unnecessary attention. TERP11 wished that “It could all be combined
into one device [where] we’re all in the same, big room but I’d like to
be able to privately communicate with my team”. Several interpreter
participants suggested the same idea of grouped videos (Fig. 3b)
and expanded it to include auditory and textual means of commu-
nicating (Fig. 3a) to support efficient team interpreting “without
the whole group hearing” (TERP9). In this example (Fig. 3a), only
the active interpreter can hear the clarification from the inactive
interpreter due to their private auditory channel.

4.4 Hosting
We found that while d/Deaf signers and ASL interpreters identified
similar problems associated with the control VC platforms give
to hosts, they have differing perspectives on how to resolve those
barriers to accessible VCs.

4.4.1 Control on Accessible Features on VC. Accessible Features.
The accessibility features on existing platforms are not designed
to help the platforms’ users understand and set up accessible con-
ferences. Setting up an accessible VC meeting requires significant
forethought and effort and the responsibility to create an accessible

virtual environment is placed on the host, who must learn and
navigate the platform’s controls. TERP9 observed a trend where
“hearing people feel like they want to help with the spotlighting and
then things get all messed up”, reflecting that, “they weren’t trying to
block access for Deaf people, but they just don’t understand the need
for the spotlight. And so that was definitely a platform problem.” In
addition, d/Deaf signers felt that the lack of certain permissions on
the VC platforms is a barrier to creating an accessible conferenc-
ing experience for themselves. D4 described an experience where
she could not access her interpreters on Zoom because while she
needed “to make sure that the interpreters are pinned I couldn’t pin
them because I was not co-host.” D2 shared how this has stifled her
learning experience, “[I] always kind of messed things up and always
took some time at the beginning of every class...The professor was
like, ‘oh jeez’. It was a little embarrassing. I mean I knew the spotlight
wasn’t on me but I needed that service.”

Controlling authority. While d/Deaf signers continued to
imagine hosts as stakeholders in making VC accessible, many ASL
interpreters imagined ideal solutions where they would have the
ability to configure VC environments independently. As meeting
hosts are not all familiar with the accessible features on VC plat-
forms, ASL interpreters sometimes “need to remind [hosts] to make
me a co-host and it allows me to pin multiple students at the same
time” (TERP10) and educate meeting hosts that “deaf people often
have a preference to see who is speaking because there’s so much [they]
can catch from facial expressions and that sort of thing” (TERP7). To
help meeting hosts recognize interpreters easily, before the meeting
starts, TERP8 “typically [does]..add the word, ‘interpreter’, to [her]
name so that people can see that and then [she] will ask the host to
please add [her] and the other interpreter [as co-hosts]” and advised
hosts to “give the student the capability to multi-pin and so then they
can decide to spotlight or what have you” (TERP8).

These workarounds put significant burdens on d/Deaf signers
and ASL interpreters. Interpreter participants shared that “kind
of my biggest fear is how much time do I have to get set before the
speaker’s off and running and I’ve got to be set to go” (TERP14). Even
if given access to multi-pinned interpreters, the responsibility to
enable accessibility still falls on signers which creates problems
particularly when “the platform can change so often and if [the
signers are] not aware” (TERP10). Additionally, TERP10 explains
that often d/Deaf adolescents “still are not familiar with pinning”
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and as an educational interpreter, is always concerned: “How do
[students] pin the interpreter in that meeting? . . . I’m also trying to
teach my students, hey, did you find the three dots? Have you pinned
me? So there’s a lot of lost time”. Interpreter participants identified
many aspects of their work where they played an active role in
configuring accessibility, and desired greater autonomy in doing
so.

4.4.2 Design Considerations. Our participants brainstormed some
ideas on how to make the process of setting up an accessible envi-
ronment easy for the meeting hosts, and the design considerations
below are synthesized from co-design sessions with both groups.

Customizable layout templates. During our co-design ses-
sions, both d/Deaf signers and interpreter participants expressed
that future VC platforms should provide users the ability to cus-
tomize their layouts. As TERP 11 stated, “it would be best if we
had the freedom to set it up however it works for us.” To quickly
enable accessible features, TERP7 proposed that “if there were a
few different templates there, yeah, I could see some people [could
find it easily], that [would be] really useful.” Similarly, D5 imagined
how the templates could be created and saved, “you would provide
enough time to be able to learn and familiarize yourself with the
changes, and then save that [. . .] then if there was anything that
came up last-minute, the host then would be able to go on ahead and
select a pre-saved template from a list”.

5 DISCUSSION
In this study, we designed an accessible remote research proto-
col and conducted interviews and co-design workshops with both
signers and interpreters. Our findings highlighted key accessibility
barriers and practical VC design considerations to mitigate them.
We further provided guidelines for conducting remote research
with d/Deaf signers in the future. Here, we explore and reflect on
the larger social-cultural impact of (un)inclusive signing on VCs,
our responsibility as designers, and future research considerations.

5.1 Implications of Video Conferencing
Accessibility on Signers

Our study has surfaced multiple VC access gaps experienced by
both d/Deaf signers and ASL interpreters when consuming informa-
tion, communicating, collaborating, and hosting accessible virtual
meetings. While our data provides in-depth insights into our partic-
ipants’ access needs, it cannot fully encapsulate the broader social
implications of inadequate VC access for the diversity of d/Deaf
signers, especially in non-ideal environments.

The use of auditory-centric VC tools, which supposedly enable
remote visual communication, perpetuates speech normalcy by
prioritizing spoken language users (e.g., automatically spotlighting
only users who voice). This can make visual communicators invisi-
ble and perpetuates other learning disparities. Students who have
had to learn remotely miss out on instruction when using inaccessi-
ble VC for school. In addition, while their hearing peers are engaged
in class discussions, deaf signers can become more isolated and
disconnected from their community. While our d/Deaf participants,
who are at least 18 years old, attempted different workarounds (e.g.,
using chat, asking interpreters to interject etc.) to participate in
VCs, it might be difficult for younger d/Deaf signers to use these

same workarounds. d/Deaf children or young d/Deaf signers in
remote K-12 education are at a significant disadvantage [2, 50, 72]
and this can amplify the already ongoing language deprivation
crisis for d/Deaf children [28, 72]. VC limitations for d/Deaf sign-
ers directly and indirectly reduce language exposure [3, 72]. The
lifelong consequences of language deprivation, such as cognitive
delays and mental health difficulties [28, 29], are far reaching and
make granting d/Deaf children access to ASL, their first language,
an urgent priority.

VC’s audio-centric design further perpetuates the Deaf studies
concept of ‘phonocentrism’, or the idea that speech and sound define
the human experience [5, 7, 81]. The experiences that signers shared
in our study reinforces Young et al.’s [81] notion of the “translated
Deaf self”,where hearing people who don’t sign only come to know
deaf signers through the ‘other’, treating interpreters as not just a
conduit for communication but as a partial representation of the
signer. For example, some hearing people direct and turn their
bodies towards the ASL interpreter, who is voicing, instead of the
d/Deaf signer, when communicating in-person. Existing VC design
enables this same bias in online environments by prioritizing the
voicing interpreter’s video over the signer’s, leading hearing people
to engage with the voice they hear and the person they see on the
platform - the interpreter, not the deaf signer.

5.2 Reflections on Future Video Conferencing
Design

To build signer-inclusive VC solutions, designers should consider
the impact of two-dimensional space on use of sign language, a
three-dimensional spatial language. In addition, designers should
use an inclusive design approach to consider the diverse abilities
of all their potential users [31].

Our findings show that virtual environments limit the effective
use of spatial aspects of ASL, particularly body movements, direc-
tionality, and hand orientation. Unlike in-person, signing on screen
flattens and reduces the depth perception required to effectively
convey relations spatially, making it so that signers have difficulty
describing locative expressions, physical spaces, and subject-object
relationships [25, 39]. This has a critical impact on the intelligibility
of ASL online because verb subjects and objects are conveyed via
the movement and directionality of signs [22, 67, 76]. For example,
to sign “I help her”, a signer begins by positioning the handshape
for “help” near their body and then faces another person and moves
their hands towards her. However, if the signer moves the hand-
shape for “help” from the other person towards themselves, they
instead convey “she helps me” – this slight difference in movement
significantly changes the meaning of the sign. VC platform design
renders these locative expressions and subject-object relationships
vague due to its two-dimensionality and varied screen layouts. In
addition to the design ideas mentioned in Section 4, VC platforms
could allow signers’ video thumbnails to be tethered to their in-
terpreter(s)’ thumbnail and provide an option for signers and/or
interpreters to all view the same layout. This solution enables more
natural and accurate sign directionality, or using manual cues, such
as body and hand movements (e.g., clearly pointing), to identify the
subject or object of a sentence [76].



“In this online environment, we’re limited” CHI ’22, April 29–May 05, 2022, New Orleans, LA, USA

While the requirements we outline serve a specific population,
we argue that designers have a professional, social and ethical
responsibility to consider the diverse abilities of their users, and
advocate against design that only considers the majority. Our data
show how only designing for privileged majorities (e.g., hearing
non-signers) actively harms users who do not fit those norms.
Existing VC design perpetuates audist beliefs (e.g., only identi-
fying speakers who voice) which requires signers to adopt different
‘workarounds’ just to be seen and heard (e.g., additional meeting
rooms for interpreters). Ironically, this has created visual communi-
cation technology (which found some of its earliest adopters in the
Deaf community [61]) that has little to no consideration for visual
communicators. We call for an approach to VC design that meets
the needs of all users and pays particular attention to who is denied
access when design centers the needs of the majority.

5.3 Recommendations for Future Inclusive
Remote Study Design

Building from our experience conducting a remote study with
d/Deaf signers and interpreters as a Deaf-hearing research team,
we reflect and highlight several considerations important for re-
searchers working in this space. Since our research used the same
inaccessible VC we were studying, we found shared problems with
our participants but tailor these considerations for future remote
research processes.

Visual and transparent interpreting strategies. During co-design
workshops, we observed that d/Deaf signers sometimes lost track of
the context of the conversation, particularly when interpreters were
delayed in catching up on content. To mitigate this, our research
interpreters spontaneously developed a visual signal to show that
they are ‘catching up’ on the overlapping conversations, letting
d/Deaf signers know to pause before sharing a new idea. During
the pause, the interpreter was then able to quickly interject previ-
ously uninterpreted conversations or backchannel responses (e.g.,
signing ‘I see’, ‘I understand’ etc.). This visual signal also helped
team research interpreters to visually communicate who should
go next when managing overlapping conversations. This strategy,
closely attuned to the needs of a workshop facilitated by Deaf and
hearing researchers and enabled by long-term involvement of the
same research interpreters, was effective in both setting accessible
conversation norms and ensuring that all participants’ ideas were
shared. For future research involving d/Deaf signers, we recom-
mend the research team develops similar visual signals to allow
interpreters to enable transparent conversation access.

Deaf awareness and representation. Inaccessible research meth-
ods make the Deaf community, particularly Deaf signers, a sig-
nificantly understudied group [4, 55]. Anderson et al. [4] posits
that linguistic and socio-political considerations should be taken
into account when conducting qualitative research with the Deaf
community. In line with this call for representation and community
engagement, our research team consists of a Deaf researcher, two
ASL research interpreters, two hearing accessibility researchers
who know basic ASL, and a hearing HCI researcher. The identi-
ties, backgrounds, and knowledge of the research team served to
increase cultural and linguistic accessibility and helped build trust,

crucial for doing work with a community that researchers have
historically harmed [44, 45].

Throughout our research, we aligned study materials with ASL
linguistics as most research activities were conducted in ASL. In
doing so, we found that asking interview questions and guiding
codesign activities in ASL requires providing multiple examples
for clarity, a common element of ASL grammar12, but that this can
come into conflict with researchers’ desire to not lead or bias par-
ticipants during studies. Prior work provides precedent for study
protocols conducted in ASL that heavily rely upon examples [25].
However, researchers without a deep knowledge of ASL may unin-
tentionally and unknowingly conduct interpreted interviews that
bias d/Deaf signer participants. We suggest that researchers who
work with d/Deaf signers approach study protocol design with care,
considering how to phrase questions and prompts that provide
general examples that can be clearly communicated in ASL while
not leading or biasing participants.

Inter-interpreter reliability. To ensure consistency, quality, and
to reduce bias, we worked with the same two research interpreters
throughout the entire research process. Working with the same
team of interpreters from study design through analysis allowed for
familiarity with signing styles, maintaining conceptual equivalence,
and ensuring internal validity of transcribed data across all sessions.
Because our researcher interpreters attended all meetings and study
sessions, they were aware of the study’s context and could tailor
their interpretation to most clearly match the researcher’s intent,
standardizing interpretation across subsequent sessions. In addition,
the research interpreters were involved in post-hoc video analysis
[4], conferring with researchers and reaching consensus around
interpretation of signs, non-manual grammar and body language.
Though there are no perfect interpretation solutions between Eng-
lish and ASL, we found that closely engaging the same research
interpreters throughout the entire study process allowed for greater
‘inter-interpreter reliability.’ Other researchers working with sign-
ers may consider how to more closely engage interpreters in the
research process.

6 LIMITATIONS AND FUTUREWORK
We outline limitations of our study and opportunities for future
work. First, most of our participants had been using videoconferenc-
ing frequently since the start of the COVID-19 pandemic, and there-
fore our findings may not reflect the experiences of signers who
are unfamiliar with VC platforms. Second, our participants over-
whelmingly used Zoom, primarily in an educational or academic
setting. While we did have participants reflect on other platforms
or non-academic settings, our findings do not equally represent all
VC platforms or use cases. Third, none of our participants identi-
fied as hard of hearing, so our findings may not apply to hard of
hearing signers. Fourth, all transcription was based on our research
interpreter’s real-time voicing of participants’ signing. We elected
to place our confidence in these interpreters, who we trust and had
worked with prior to this study, while acknowledging that inter-
preting is an imperfect representation of signed languages. Fifth,
we intentionally scoped our study to the experiences of freelance,

12ASL is not “English on the hands” and as a visual language, it represents ideas or
concepts with specific examples [4]
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community interpreters, but future work could investigate the rel-
evancy of our qualitative findings and design recommendations
to other remote interpreting settings such as VRI and VRS. Fur-
ther, we provide design considerations but have not implemented
them, and future work is needed to create and evaluate prototypes
that integrate our design recommendations. The educational inter-
preters who participated in our study brought their perspectives
on the unique accessibility challenges of interpreting remotely for
young d/Deaf signers, and future work could explore the impact
of VC-mediated communication on young people whose linguistic
foundation in sign language is being built via a two-dimensional
medium. Finally, future research could further explore solutions,
such as haptics or VR, to bridge the gap between signing in person
(3D) versus signing in a digital medium (2D).

7 CONCLUSION
We present in-depth qualitative accounts from eight d/Deaf sign-
ers and eight ASL interpreters which reveal the unique challenges
and accessibility barriers that signers and interpreters face on com-
mercially available VC platforms. Additionally, we uncover novel
design opportunities and practical guidelines that new and existing
VC platforms can use to improve access for d/Deaf signers and
interpreters. Throughout our participatory research process, we
designed and iterated various strategies to provide an accessible
remote study experience for our participants. As we look to a world
where videoconferencing remains a mainstay of work, education,
and social lives, we hope to help shape a medium that more fully
supports visual communication.
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